Biologically-Inspired Bodies Under Surface Waves—Part 2: Theoretical Control of Maneuvering

The theoretical control of low-speed maneuvering of small underwater vehicles in the dive plane using dorsal and caudal fin-based control surfaces is considered. The two dorsal fins are long and are actually mounted in the horizontal plane. The caudal fin is also horizontal and is akin to the fluke of a whale. Dorsal-like fins mounted on a flow aligned vehicle produce a normal force when they are cambered. Using such a device, depth control can be accomplished. A flapping foil device mounted at the end of the tailcone of the vehicle produces vehicle motion that is somewhat similar to the motion produced by the caudal fins of fish. The moment produced by the flapping foils is used here for pitch angle control. A continuous adaptive sliding mode control law is derived for depth control via the dorsal fins in the presence of surface waves. The flapping foils have periodic motion and they can produce only periodic forces. A discrete adaptive predictive control law is designed for varying the maximum tip excursion of the foils in each cycle for the pitch angle control and for the attenuation of disturbances caused by waves. Strouhal number of the foils is the key control variable. The derivation of control laws requires only imprecise knowledge of the hydrodynamic parameters and large uncertainty in system parameters is allowed. In the closed-loop system, depth trajectory tracking and pitch angle control are accomplished using caudal and dorsal fin-based control surfaces in the presence of system parameter uncertainty and surface waves. A control law for the trajectory control of depth and regulation of the pitch angle is also presented, which uses only the dorsal fins and simulation results are presented to show the controller performance.

Introduction

Biologically inspired maneuvering of man-made under water vehicles has the potential of being agile and quiet. The dorsal and caudal fins give a fish a remarkable ability for swift and complex maneuvers (Wu et al., 1975 and Azuma, 1992). Here, we examine their potential for maneuvering small agile vehicles at low speeds. Studies have been carried out on fish morphology, locomotion, and the application of biologically-inspired control surfaces to rigid cylindrical bodies (Bandyopadhyay, 1996; Bandyopadhyay and Donnelly, 1997; Bandyopadhyay et al., 1997 and Part 1 of this paper). Related research to produce propulsive and lifting forces using flapping foil devices has been conducted by several authors (Chopra, 1977; Bainbridge, 1963; Gopalkrishnan et al., 1994; Triantafyllou et al., 1993; Hall and Hall, 1996; Triantafyllou et al., 1991). However, as yet, control systems synthesis using caudal and dorsal fins has not been accomplished.

The contribution of the present research lies in the design of control systems for low-speed maneuvering of small underwater vehicles using dorsal- and caudal-like fins (Fig. 1). A hydrodynamic control scheme is developed so that the vehicle tracks a precise depth versus time trajectory. It is assumed that the hydrodynamic parameters of the vehicle are imprecisely known and surface wave-induced forces are constantly acting on the vehicle. Although the design approach can be extended to yaw control, in this study, only control in the dive plane is considered. Using the dorsal fin, a normal force is produced for depth control and flapping foils produce pitching moment for pitch angle regulation.

For simplicity, it is assumed that the vehicle is equipped with a control mechanism that causes the vehicle to move forward with a uniform velocity. For the depth trajectory control, an adaptive sliding mode control law (Slotine and Li, 1991; Utkin, 1978; and Narendra and Annaswamy, 1989) is designed for the continuous control of the angular velocity of the caudal fins as functions of angular position and velocity are not well-understood. This study is limited to a periodic (sinusoidal) actuation of caudal fins. It is assumed that the foils produce identical periods of oscillation that do not necessarily coincide with the period of the seaway. The amplitude and phase of force and moment acting on the vehicle caused by the disturbing wave are assumed to be unknown. Assuming that the vehicle pitch angle deviation is small, a linear discrete adaptive predictive control system (Goodwin and Sin 1984) is designed for the pitch angle control. The maximum travel of the tips of the foils is adjusted periodically at the completion of the cycle. Interestingly, for the design of the pitch controller, it is seen that Strouhal numbers, which characterize the moment produced by the foils (caudal fins), are key control variables. In the closed-loop system using the dorsal and caudal fin controllers, depth control and pitch angle regulation in the dive plane are accomplished. Furthermore, a control system is designed for control of depth and regulation of pitch angle using only dorsal fins and simulation results are presented.
Mathematical Model of Dive Plane Motion

Consider the vehicle motion in the dive (vertical) plane (Fig. 1). The heave and pitch equations of motion are described by coupled nonlinear differential equations. In a moving coordinate frame fixed at the vehicle's geometrical center, the dimensionless equations of motion for a neutrally buoyant vehicle are given by Papoulia and Papadimitriou (1995); Healy and Lienard (1993); and Smith et al. (1978)

\[ m(\dot{u} - u \ddot{q} - z \dot{q}^2 - x \ddot{q}) = z \dot{q} + z \omega w + z \gamma + z \omega w \]

\[-C_D \int_{\text{tail}} b(x)(w - xq)w - xq dx + z \delta + f_n + f_z, \]

\[ I_\theta \dot{q} + m z \zeta (u + \omega q) - m x \zeta (w - u q) = M \dot{\theta} + M \omega \dot{w} + M \theta \]

\[ + M \omega + C_D \int_{\text{tail}} x b(x)(w - xq)w - xq dx \]

\[-x \dot{\omega}_B \cos \theta - z \dot{\omega}_B \sin \theta + m_r + m_s, \quad (1)\]

where: \( \theta = q, \hat{s} = -u \sin \theta + \omega \cos \theta + \dot{z} \), \( x = x_a = x_b, \)
\( z \dot{\omega}_B = z \dot{\omega}_B \), \( \delta \) is the camber of the dorsal fins, \( m_r = m_r + m_b, m_s \) is the moment produced by the ith foil, \( f_n \) is the net normal force produced by the flapping foils, \( z \gamma \) is the velocity of the fluid, and \( m_r \) and \( f_n \) are the force and moment acting on the vehicle caused by the surface wave. (Camber is the maximum cross-stream deflection of the dorsal fin). Here it is assumed that the forward speed is held steady \( u = U \) by a control mechanism. These nondimensionalized equations of motion (Eq. (1)) are obtained by dividing the original force and moment equations by \( \frac{1}{2} \rho L^2 V^3 \) and \( \frac{1}{2} \rho L^2 V^2 \) where \( L \) and \( V \) are the reference values for length and velocity, and the time is scaled by \( (U/L) \). Thus \( z \dot{\omega}_B, f_n, m_s \) are the hydrodynamic coefficients of the vertical force and the pitching moment from the control fins.

In Part 1, Bandyopadhyay et al. (1998) have experimentally measured the forces and moments acting on winged bodies submerged in proximity of surface waves. The disturbance force and moment caused by surface waves are periodic, which can be

\[ \dot{F}_d, F_d, \dot{\eta} = \text{estimates of parameters in control law} \]

\[ L_1, L_2, L_3 = \text{weighting parameters in the Lyapunov function} \]

\[ V_L = \text{Lyapunov function} \]

\[ K, \mu = \text{gain, feedback parameter used in sliding mode control law} \]

\[ e = (z - y), \theta^*, q^*, \omega^* = \text{equilibrium values} \]

\[ T_p = \text{period} \]

\[ q_a = \text{advance operator} \]

\[ a_{c_{\omega}, c_{\beta}, c_{\alpha}, B_p, B_{\beta}} = \text{elements used in discrete-time representation of dynamics} \]

\[ \hat{\theta} = \text{pitch angle error} \]

\[ J, \beta = \text{polynomials used for predicting pitch angle} \]

\[ v_{\omega}, \beta = \text{coefficients of polynomials} \]

\[ \hat{v}, \hat{\beta} = \text{estimated polynomials} \]

\[ v, \beta = \text{estimates of } v, \beta \]

\[ \psi, \phi(k) = \text{regressor vectors} \]

\[ p_{\alpha} = \text{parameter vector} \]
expressed by a Fourier series. For simplicity in presentation, consider that \( f_d \) and \( m_d \) are well approximated by their fundamental components and are given by

\[
f_d = F_d \cos(\omega_d t + \alpha_d),
\]

\[
m_d = M_d \cos(\omega_d t + \alpha_d),
\]

where \( \omega_d \) is the fundamental frequency of the surface wave, \( F_d \) and \( M_d \) are amplitudes, and \( \alpha_d \) are the phase angles.

The dorsal fin produces a normal force \((z, \delta)\) proportional to the camber \(\delta\) of the fin and can be continuously varied for the purpose of control. The forces and moments produced by the flapping foils (caudal fins) are quite complex and depend on motion pattern (clapping and waving) as well as on the frequency of oscillation, maximum cambered angle, axes about which foils oscillate, and the speed \(U\). The motions of the foil pair in the tail are clapping and waving, because of the patterns they mimic in the former, the flaps are out of phase while they are in phase in the latter. The choice of flapping parameters and the mode of oscillation can produce a variety of control forces and moments. Based on the experimental results and analysis, it had been shown by Bandyopadhyay and coworkers (Bandyopadhyay and Donnelly, 1997; Bandyopadhyay et al., 1997) that flapping foils produce periodic forces whose period is equal to the period of flapping. Therefore, their periodic forces can be expressed by a Fourier series, but are dominated by their fundamental components. Although the approach of this study can be generalized, for simplicity, it is assumed that the flapping foils produce forces and moments of the form

\[
f_p = F_{10}(S_{10}, \omega_j) + F_{20}(S_{20}, \omega_j) + F_{11}(S_{11}, \omega_j) \cos(\omega_d t + \alpha_d)
+ F_{12}(S_{12}, \omega_j) \cos(\omega_d t + \alpha_d) = \sum_{i=1,2} M_{10}(S_{10}, \omega_j) + M_{20}(S_{20}, \omega_j) + M_{11}(S_{11}, \omega_j) \cos(\omega_d t + \alpha_d)
+ M_{12}(S_{12}, \omega_j) \cos(\omega_d t + \alpha_d),
\]

where \( S_{1i} \) is the Strouhal number defined as

\[
S_{1i} = \frac{f_{Ai}}{U},
\]

and is a dimensionless angular frequency parameter, \( \omega_j = 2\pi f_j \) is the frequency of oscillation (rad/s), and \( A_i \) is the maximum cross-stream travel of the flap tip. It is important to note that the Strouhal number of each foil is a key control variable that can be altered by the choice of frequency and the tip travel \( A_i \) independently, and, thus, one can control the contribution of each foil in force generation for the purpose of control.

For the purpose of control, it is assumed that the two foils are controlled independently and oscillate with the same frequency \( \omega_j \), but the maximum travel of each tip \( A_i \) is varied at the interval of \( T_s \), the time period of oscillation of foils. A continuous change of \( A_1 \) and \( A_2 \) is not allowed here since the intention is to develop a periodic force by flapping, although such an imposed mode of oscillation does create a complex control design problem. Note that we are trying to imitate bio locomotion for slow speed maneuver.

The problem of interest here is to design a control system for the independent control of depth \((z)\) using dorsal fins and stabilize the pitch angle dynamics using flapping foils. This decomposition of the dive plane control problem simplifies the controller design. An adaptive sliding mode control system is designed for large magnitude depth \((z)\), and a discrete adaptive predictive controller is designed for pitch angle regulation separately based on the decoupled rotational dynamics of the pitch angle of the vehicle. A judicious choice of controller design is essential since the dorsal fins are continuously cambered and the parameters of oscillations of the foils can be altered only at the completion of the cycle of flapping at discrete, but uniformly distributed, instants of time.

The system (Eq. (1)) can be written in a vector form as

\[
\begin{bmatrix}
\dot{y} \\
\dot{\theta}
\end{bmatrix} = \begin{bmatrix}
-A \sin \theta + w \cos \theta + z \\
aw + a_1 w + a_2 \delta + \theta + z \sin \theta + \theta + z \cos \theta + \theta + z
\end{bmatrix}
\]

\[
\begin{bmatrix}
\dot{\delta} \\
\dot{f}_d \\
m_d
\end{bmatrix} = \begin{bmatrix}
0 & 0 & 0 \\
B_{21} & B_{22} & B_{23} \\
0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
\delta \\
f_d \\
m_d
\end{bmatrix}
\]

or

\[
\dot{x} = Ax + g(x) + BU + Dd
\]

where \( x = (z, w, \theta, \delta)^T \in R^4 \) is the state vector \((T \) denotes transposition), \( U \) is \((z, w, \theta, \delta)^T \) is the control vector, \(d = (z, w, \theta, \delta)^T \), and \( D, a, A, B_1, B_2 \) are obtained by comparing (6), (7), and (8). The function \( g(x) \) is the nonlinear function in (5), and \( A \) and \( D \) are constant matrices.

Dorsal Fin Control System

In this section, a dorsal flin control system is designed for depth control. Since depth \((z)\) control is of interest, an output controlled variable

\[
y_o = z
\]

is associated with the system (Eq. (6)). Consider a reference trajectory, \( y_r(t) \), generated by a second order command generator

\[
y_r + 2\xi w y_r + \omega^2 y_r = y^* x^*,
\]

where \( x^* \) is the target depth coordinate, \( \xi > 0 \), and \( \omega > 0 \). The parameters \( \xi \) and \( \omega \) are properly chosen to obtain the desired command trajectories. The objective is to steer the vehicle using the dorsal fins so that \( y_r \approx z(t) \) asymptotically follows \( y_r(t) \). As \( y_r \) tends to \( y_r(t) \), the vehicle attains the desired depth since \( y \) converges to \( x^* \).

For the derivation of a controller, an adaptive sliding mode control technique (Slotin and Li, 1991; Utkin, 1978; and Narendra and Annaswamy, 1989) is used and the sliding surface is defined as

\[
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where $\lambda > 0$ and $\epsilon = (y_s - y) = z - y$, is the tracking error. Consider the motion during the sliding phase. During the period of sliding, one has $S(t) = 0$, which implies from Eq. (9) that
\begin{equation}
\dot{\epsilon} + \lambda \epsilon = 0.
\end{equation}
(10)

Thus, during the sliding phase, it follows that $\epsilon(t) \to 0$, that is, $z(t) \to z^*$ as $t \to \infty$ and the desired depth control is accomplished.

Now consider the design of a controller so that the trajectory beginning from any initial condition is attracted toward the switching surface. In obtaining a control law, differentiating $S(t)$ along the trajectory of the system (Eq. (6)), and substituting $\dot{S}$ from (5), gives
\begin{equation}
\dot{S} = \dot{\eta} + \lambda \epsilon
\end{equation}
(11)
\begin{equation}
= \cos \theta B_{11}[\alpha(x, f_p, m_p, t) + \Delta \alpha(x, d, f_p, m_z, \omega_t, t)]
\end{equation}
\begin{equation}
+ \eta^T \psi(x) + F_{d1} \cos \omega_t t + F_{d2} \sin \omega_t t + \delta,
\end{equation}
(12)
\begin{equation}
where B_{11} d = F_{d1} \cos \omega_t t + F_{d2} \sin \omega_t t. Here \(\alpha\) and \(\psi\) are known functions, but $\Delta \alpha$, the parameter vector $\eta$, the amplitudes $F_{d1}$ and $F_{d2}$, and $B_{11}$ are unknown. It is assumed that the sign of $B_{11}$ is known and $|\theta| < \theta_s < \pi/2$. Without loss of generality, it is assumed that $B_{11} > 0$. The known functions $\alpha$ and $\psi$ are computed using the nominal set of values of various parameters of the system.

The camber $\delta$ of the dorsal fin is continuously varied to steer any trajectory toward the switching surface. Assuming that the frequency $\omega_t$ of the surface wave is known, a control law is now chosen as
\begin{equation}
\delta = -\alpha(x, f_p, m_p, t) - \eta^T \psi(x) - F_{d1} \cos \omega_t t - F_{d2} \sin \omega_t t - \mu S - K \text{sgn}(S),
\end{equation}
(13)
where $\mu > 0$, $\tilde{\eta}$ and $\tilde{F}_d$ are estimates of $\eta$ and $F_d$, respectively, and $K$ is a constant gain yet to be determined. Substituting control law Eq. (18) into Eq. (17), gives
\begin{equation}
\dot{S} = \cos \theta B_{11}[\Delta \alpha + \eta^T \psi(x) - \tilde{F}_d] \cos \omega_t t + \tilde{F}_d \sin \omega_t t - K \text{sgn}(S - \mu S),
\end{equation}
(14)
where $\tilde{\eta} = \eta - \tilde{\eta}$, and $\tilde{F}_d = F_d - \tilde{F}_d$.

Now, adaptation laws for $\tilde{\eta}$, $\tilde{F}_d$, and gain $K$ must be chosen so that the surface $S$ becomes attractive to any trajectory of the system. In deriving the adaptation law, consider a Lyapunov function,
\begin{equation}
\dot{V}_a = ((B_3 \cos \theta)^{-1} S^2 + \tilde{\eta}^T L_1 \tilde{\eta} + \tilde{F}_{d1}^2 L_2 + \tilde{F}_{d2}^2 L_3)/2,
\end{equation}
(15)
where $L_2 > 0$, $L_1 > 0$, and $L_1 (i = 1, 2, 3)$ is any positive definitive symmetric matrix which are chosen to provide desirable response characteristics. The derivative of $V_a$ is given by
\begin{equation}
\dot{V}_a = S(\Delta \alpha + \eta^T \psi(x) + \tilde{F}_d) \cos \omega_t t + \tilde{F}_d \sin \omega_t t - K \text{sgn}(S - \mu S).
\end{equation}
(16)
The function $V_a$ is a positive definite function of $S$, $\tilde{\eta}$, $\tilde{F}_d$, $\tilde{F}_d$. In order to ensure that the surface $S = 0$ is attractive, adaptation laws and $K$ are chosen so that $V_a$ satisfies $V_a \leq 0$.

In view of Eq. (16), one chooses the adaptation laws of the form
\begin{equation}
\dot{\tilde{\eta}} = -L_1^{-1} \eta S,
\end{equation}
(17)
\begin{equation}
\dot{\tilde{F}}_d = -L_2^{-1} S \cos \omega_t t,
\end{equation}
\begin{equation}
\dot{\tilde{F}}_{d2} = -L_3^{-1} S \sin \omega_t t
\end{equation}
and the gain $K$ is chosen to satisfy
\begin{equation}
K = k_i (\xi, d, f_p, m_z) + \epsilon,
\end{equation}
(18)
where the function $k_i$ is a bound on the uncertain function satisfying
\begin{equation}
k_i \geq |\Delta \alpha(x, d, f_p, m_z, \xi, t)|.
\end{equation}
(19)

Substituting adaptation law (17) in Eq. (16) now yields
\begin{equation}
V_a \leq -\epsilon |S| - \mu S^2 \leq 0.
\end{equation}
(20)

Since $V_a \leq 0$, it follows that $S$, $\eta$, and $F_d$ are bounded. Furthermore, in view of Eq. (20), one concludes that $S(t) \to 0$, as $t \to \infty$, assuming that $\theta$, $q$ are bounded. This implies that the tracking error $(z - y) \to 0$ as $t \to \infty$. This completes the depth control system design.

Assuming that error $y, t \to z^*$, and $y, t \to 0$, the control law (Eq. (13)) asymptotically decouples $(\theta, q)$ dynamics from the remaining variables. Thus, the residual dynamics of the system essentially describe the rotational pitch motion. This residual dynamics, when the motion is constrained so that the error $y - y_s = 0$, is called the zero-error dynamics (Stolme and LI, 1991). For satisfactory performance in the closed-loop system, the state variables $\theta$ and $q$ associated with zero-error dynamics must be bounded. In the next section, control of pitch angle using flapping foils is considered.

Flapping Foil Control of Pitch Dynamics

In this section, control of rotational pitch dynamics (zero error dynamics) is considered. First, a discrete-time linear model for pitch control is obtained.

Discrete-Time Pitch Dynamics. Since the sliding mode controller asymptotically controls $z \to z^*$, the zero error dynamics is obtained from Eq. (1) by setting $\epsilon = \dot{z} - \dot{y} = \dot{z} = 0$. Also, when $e(t) = 0$, $e(t) = \dot{e}(t) = \ddot{e} = \dddot{e} = 0$, one has for small $\theta$
\begin{equation}
\dot{w} = U \theta - \dot{z}_f
\end{equation}
(21)
It is assumed that the two foils oscillate with identical frequency $\omega_f$. The maximum travel $A$, of each foil-tip is independently controlled periodically at the interval of $T_f = 2 \pi / \omega_f$. This way the Strouhal numbers $S_1$ and $S_2$ of the two foils are independently controlled. The moments, $m_p(S_i, \omega_f)$, and forces, $f_p(S_i, \omega_f)$ ($i = 1, 2$), generated by the flapping foils are nonlinear functions of the Strouhal numbers. Since $\omega_f$ is a constant, expanding $f_p(S_i)$ and $m_p(S_i)$ in the Taylor series about $S_i = S_d = S^*$, a constant, and neglecting higher order terms gives
\begin{equation}
B_{33} m_p(S_d) + B_{33} f_p = \frac{\partial M_2 (S_d^*)}{\partial \tilde{S}_i} + \frac{\partial M_1 (S_d^*)}{\partial \tilde{S}_i} \cos(\omega_f t + \alpha) S_d
\end{equation}
(22)
\begin{equation}
\frac{\partial M_2 (S_d^*)}{\partial \tilde{S}_i} + \frac{\partial M_1 (S_d^*)}{\partial \tilde{S}_i} \cos(\omega_f t + \alpha) \Delta h_b(t) S_m,
\end{equation}
\begin{equation}
i = 1, 2,
\end{equation}
where $S_m = S_d - S_d^*$.
Next, pitch angle must be regulated to $\theta^*$, a constant. Using Eqs. (16), (17), (20), and (21), the pitch dynamics about $(\theta^*, q^* = 0)$ obtained from (5) are given by
\begin{equation}
\dot{x} = A_{\theta} \dot{x} + b_l (b_{11} \dot{S}_d + b_{22} \dot{S}_d + D_d(t)),
\end{equation}
(23)
where $D_d = d_1 + a_x C_{\theta} \cos \theta^* + a_x b + b_{11} \dot{S}_d + a_x \dot{S}_d \sin \theta^* + b_{11} [1, 0]^T, \dot{\theta} = (q, \theta)^T, \ddot{\theta} = \theta - \theta^*$.
\[ A_p = \begin{bmatrix} a_s & a_d U + a_r (z_{CG} \cos \theta^* + x_{CG} \sin \theta^*) \\ 1 & 0 \end{bmatrix} \]

Since the control input \( \delta \) is to be implemented as a piecewise constant function changing at the interval \( T_o \), a discrete-time model is obtained from Eq. (23) of the form

\[ \dot{x}(k + 1) = A_p \dot{x}(k) + B \delta(k) + D \delta(k), \]  

(24)

where \((k + 1)\) denotes \((k + 1)T_o\), \( \dot{x}(t) = \dot{x}(k) = [\dot{x}_s(k), \dot{x}_r(k)]^T \) for \( t \in [kT_o, (k + 1)T_o) \), and

\[ A_p = e^{A_p T_o} \]

\[ B_\delta = \int_{kT_o}^{(k+1)T_o} e^{A_p T_o - \tau} B \delta(k) d\tau \]

\[ D \delta(k) = \int_{kT_o}^{(k+1)T_o} e^{A_p T_o - \tau} D \delta(k) d\tau. \]  

(25)

Let \( A_p = (a_s, B_\delta, D \delta) = \begin{bmatrix} B_\delta \\ B_\delta \end{bmatrix} \) and \( D \delta(k) = (D_{\delta_1}, D_{\delta_2}) \). Note that \( B_\delta \) is a 2 x 2 constant matrix since integration in Eq. (35) is performed over one period \( T_o \) and \( \omega_o = 2\pi T_o \), but \( D \delta(k) \) depends on \( \omega_o \) due to the fact that \( \omega_o \neq \omega_o \); that is, the flapping frequency differs from the frequency of the wave.

**Autoregressive Moving Average Model.** Next, a discrete adaptive predictive control technique is used for pitch control. For this, an expression for the predicted value of \( \dot{\theta}(k) \) is obtained and the advance operator \( q \) is introduced and defined as \( qz(k) = z(k + 1) \) for any discrete signal \( z(k) \). Using Eq. (24) gives

\[ \dot{q}_s \dot{\theta}(k) = a_{c1} \dot{q}_s(k) + a_{c2} \dot{\theta}(k) + B_\delta \delta(k) + D_\delta \delta(k), \]  

(26)

\[ \dot{q}_r \dot{\theta}(k) = a_{c1} \dot{q}_r(k) + a_{c2} \dot{\theta}(k) + B_\delta \delta(k) + D_\delta \delta(k). \]  

(27)

Operating (26) and (27) by \( q^{a-2} \) and \( q^{a-1} \), respectively, and manipulating the resulting equations, it can be shown that (for details, see Singh and Bandyopadhyay, 1997),

\[ 1 + (-a_{c1} - a_{c2}) q^{a-1} + (a_{c1} a_{c2} + a_{c1} a_{c2}) q^{a-2} \dot{\theta}(k) = q^{a-1} [B_{\delta_1} (a_{c1} B_{\delta_2} + a_{c1} a_{c2}) q^{a-1}] S(k) + q^{a-1} [D_{\delta_1}(k) + a_{c1} a_{c2} q^{a-1}] S(k) \]  

or

\[ (1 + a_{c1} a_{c2} - a_{c1} a_{c2}) \dot{\theta}(k) = q^{a-1} \{ B_{\delta_1} + B_{\delta_2} q^{a-2} \} S(k) \]

\[ + q^{a-1} a_{c1} a_{c2} \dot{\theta}(k), \]  

(28)

where \( a_{c1}, B_{\delta} \) and \( a_{c2} \) are obtained by comparing (28) and (29).

The discrete-time model of Eq. (29) is called an autoregressive moving average (ARMA) model. The ARMA model can be expressed in an alternative predictor form as

\[ \dot{\theta}(k + 1) = (-a_{c1} - a_{c2} q^{a-1}) \dot{\theta}(k) + (B_{\delta_1} + B_{\delta_2} q^{a-2}) S(k) \]

\[ + a_{c1} a_{c2} \dot{\theta}(k). \]  

(30)

This is a useful representation of the pitch dynamics. It is assumed that the parameters \( a_{c1}, B_{\delta_2} \) and the signal \( a_{c2} \) are unknown. For the regulation of \( \dot{\theta}(k) \), one can design predictive control laws if the estimates of the unknown parameters and \( a_{c2} \) are known.

For the derivation of a control law, it is assumed that \( a_{c2}(k + 1) = a_{c2}(k) \).

(31)

Note that if the wave frequency \( \omega_o \) is equal to the frequency of flapping and if either \( \delta \) is small or \( B_{\delta_1} \), \( \omega_o \approx 0 \), then \( a_{c2}(k + 1) = a_{c2}(k) \) for all \( k \). In practice, it has been found that the predictive control technique works well even when parameters vary slowly and the condition of Eq. (31) is violated.

Under the assumption of Eq. (31), subtracting \( q^{a-1} \dot{\theta}(k + 1) \) from (30) gives

\[ \dot{\theta}(k + 1) = [-a_{c1} - a_{c2} q^{a-1} + a_{c2} q^{a-2}] \dot{\theta}(k) + [B_{\delta_1} + (B_{\delta_2} - B_{\delta_1}) q^{a-1} - B_{\delta_2} q^{a-2} \} S(k) + \dot{\theta}(k) \]

\[ + \beta(q^{a-1} S(k) \]

(32)

where

\[ v(q^{a-1}) = v_b + v_a q^{a-1} + v_a q^{a-2}, \]

\[ \beta(q^{a-1}) = B_0 + q^{a-1} \beta'(q^{a-1}), \]

\[ \beta'(q^{a-1}) = \beta_1 + \beta_2 q^{a-1}. \]  

(33)

The coefficients \( \beta \) and \( v_a \) are obtained from (32).

**Adaptive Pitch Angle Control.** Assuming that the parameters of Eq. (32) are known, now a weighted one-step ahead pitch control law is obtained. For this a suitable performance index of the form

\[ J(k + 1) = \frac{1}{2} \{ \dot{\theta}(k + 1) - \theta^*(k + 1) \}^2 + \frac{1}{2} \lambda_2 \| S(k) \|^2 \]  

(34)

is chosen, where \( \lambda_2 > 0 \) and \( \theta^*(k) \) is a suitable reference trajectory to be followed by \( \dot{\theta}(k) \). Note if \( \theta^*(k) \rightarrow 0 \), then \( \theta(k) \rightarrow \theta^* \).

By the choice of a suitable value of \( \lambda_2 \), a compromise between the rate of convergence \( \dot{\theta}(k + 1) \) to \( \theta^*(k + 1) \) and the amount of control effort expended is achieved.

Substituting \( \theta(k + 1) \) from (32) in (34), for minimizing \( J \) differentiating with respect to \( S(k) \), and solving gives

\[ \dot{S}(k) = (\lambda_2 + \beta' q^{a-1} \lambda_2) S(k) \]

\[ + \theta^*(k + 1) \]  

(35)

Notice that the Strouhal number at the instant \( T_o \) depends on the present and past values of \( \theta \) and the past values of input \( \delta(k) \).

Since \( \dot{S}(k) \in [0, \dot{S}_m] \) where \( \dot{S}_m \) is the maximum allowed value of \( \dot{S}_m \), control input \( \delta(k) \) given in (35) must be set to the lower or upper limits whenever the magnitude exceeds the prescribed limits.

**Parameter Estimation.** For synthesizing the control law, the parameters in Eq. (32) must be known. A practical solution to this problem is to obtain an estimate of these unknown parameters using an appropriate parameter identification technique. There are several kinds of algorithms based on the projection and the least square methods that can be used to obtain the estimates of these unknown parameters \( \beta, v_a \), and \( \beta_1 \) in Eq. (32). Equation (32) can be written as

\[ \dot{\theta}(k + 1) = \phi(k) \rho_e \]  

(36)

where

\[ \phi(k) = [(1 - q^{a-1} q^{a-2}) \dot{\theta}(k), (1 - q^{a-1} q^{a-2}) S(k)] \]

\[ \rho_e = [(v_a, v_a), (\beta, \beta_2), (1, q^{a-1}, q^{a-2}) S_m^T] \]

Using a simple projection algorithm described in Goodwin and Sin (1984) for parameter estimation, the estimate \( \rho_e \) of \( \rho_e \) is obtained using an update law given by

\[ \dot{\rho}_e(k) = \rho_e(k - 1) + \frac{a(k) \phi(k - 1)}{c_1 + \phi(k - 1)^T \phi(k - 1)} \dot{\theta}(k) \]

\[ - \phi(k - 1) \rho_e(k - 1) \]

\[ 0 < a(k) < 2, c_1 > 0 \]  

(37)
These parameters are used in (35) for synthesis.

Now the adaptation law for adjusting the maximum travel of the tips of the two foils is easily computed using the definition of the Strouhal number and required adaptation scheme is given by

$$A_i(k + 1) = \left[ \frac{US_i(k)}{\omega_0/2\pi} \right], \quad i = 1, 2, \quad (38)$$

where \(S_{u}(k) = S_{u}(k) + S_{u}^{\text{c}}\).

The complete closed-loop system is shown in Fig. 2.

**Dorsal Fin Control With Inactive Caudal Fins.** In the previous sections, control systems using both the dorsal and caudal fins have been presented. A question of interest arises: Is it possible to maneuver the vehicle using only the dorsal fins? We examine this question in this section. It turns out that the vehicle model under consideration is non-minimum phase (i.e., the transfer function has unstable zero). As such, the sliding mode dorsal fin control law (Eq. (13)) derived in the previous section, cannot accomplish depth control with internal stability in the system and a new sliding mode dorsal fin control law must be derived.

When the caudal fins are inactive, \(f_c = m_p = 0\), and (6) simplifies as

$$\dot{x} = Ax + g(x) + b\delta + D\delta, \quad (39)$$

where \(b\) denotes the first column of \(B\) in (6). The system’s transfer function with \(g = 0\), \(d = 0\), relating \(z\) and \(\delta\) is

$$\tilde{z}(s)/\tilde{\delta}(s) = H(s) = C(sI - A)^{-1}b,$$  \quad (40)

where \(C = [1, 0, 0, 0]^{T}\), \(s\) is the Laplace variable, and \(\tilde{z}, \tilde{\delta}\) denote the Laplace transforms. For the model (39), \(H(s)\) is of the form

$$H(s) = k_2(s - \mu_1)(s + \mu_2)d_d^{-1}(s), \quad (41)$$

where \(d_d(s) = s^4 + m_3s^3 + m_2s^2 + m_1s + m_0\). Thus, \(s = \mu_1\) is an unstable zero and \(H(s)\) is nonminimum phase.

For the derivation of a control system with internal stability, an approximate output variable \(z_a\) is derived such that

$$\tilde{z}_a(s)/\tilde{\delta}(s) = H_a(s) = \tilde{C}(sI - A)^{-1}b$$
$$= -\mu_1k_2(s + \mu_2)d_d^{-1}(s), \quad (42)$$

Following Checkalingam (1998), it can be shown that \(\tilde{C}\) is given by

$$\tilde{C} = -\mu_1k_2[0, 0, -1, -\mu_2]$$
$$\times [b, Ab, A^2b, m_2A^2b]^{-1}.$$  \quad (43)

Note that \(H_a(s)\) does not have the unstable zero of \(H(s)\).

Now a new controlled output variable can be defined as

$$z_a = \tilde{C}x \quad (44)$$

associated with the nonlinear system (39). For \(d = 0\), \(g(x) = 0\), in view of (40), (41), and (42), it follows that

$$\tilde{z}(s) = \frac{1}{\mu_1}(s - \mu_1) - \tilde{z}_a(s), \quad (45)$$

which implies that

$$z(t) = z_a(t) - \frac{1}{\mu_1}z_a(t) \quad (46)$$

From (46), it follows that if \(z_a(t) \to z^\ast\), a desired depth, and \(\dot{z}_a(t) \to 0\), then \(z(t) \to z^\ast\), and the target depth is attained.

Now a control law is derived to control the output variable \(z_a\). The Lie derivatives of a function \(a(x)\) with respect to the vector field \(f(x) = Ax + g(x)\) are defined as

$$L_a(x)(a) = \frac{\delta a}{\delta x} f(x)$$
$$L_i(x)(a) = L_0(L_i^{-1}(a))(x)$$
$$\frac{\delta L_0(x)(a)}{\delta x} = \frac{\delta L_i(x)(a)}{\delta x} - D.$$  \quad (47)

Define

$$L_0L_i(x)(a) = \frac{\delta L_0(x)(a)}{\delta x} - D. \quad (48)$$

Define

$$\left[ \begin{array}{c} \xi_1 \\ \xi_2 \\ \xi_3 \end{array} \right] = \left( \begin{array}{c} \xi_1 \\ \xi_2 \\ \xi_3 \end{array} \right) = \left[ \begin{array}{c} \xi_1 \\ \xi_2 \\ \xi_3 \end{array} \right]$$

where \(f(x) = Ax + g(x)\). Differentiating \(\xi_1\) along the solution of (39) gives

$$\frac{d}{dt} \left( \begin{array}{c} \xi_1 \\ \xi_2 \\ \xi_3 \end{array} \right) = \left[ \begin{array}{ccc} -a^* + b^*(x)\delta & 0 & 0 \\ \psi_1(x) & 0 & 0 \\ \psi_2(x) & 0 & 0 \end{array} \right] \left( \begin{array}{c} \xi_1 \\ \xi_2 \\ \xi_3 \end{array} \right) \quad (50)$$

where

$$\left[ \begin{array}{c} \psi_1 \\ \psi_2 \end{array} \right] = C D, \quad \left[ \begin{array}{c} \psi_1 \\ \psi_2 \end{array} \right] = \left[ \begin{array}{c} \psi_1 \end{array} \right]$$

$$a^* = L_0^{(1)}(C\tilde{X})(x)$$
$$b^* = L_0L_0^{(1)}(C\tilde{X})(x)$$
$$\psi_1 = \left[ \psi_1(x), L_0L_0^{(1)}(\phi_1)(x), L_0L_0^{(1)}(\phi_2)(x) \right]^T.$$  \quad (49)

For the derivation of control law, small values of \(\xi, \eta, \delta, \) and \(\delta, \) functions \(\psi_1\) and \(\psi_2\) can be neglected to obtain an approximate representation of the nonlinear system as

$$\frac{d}{dt} \left[ \begin{array}{c} \tilde{\xi}_1 \\ \tilde{\xi}_2 \\ \tilde{\xi}_3 \end{array} \right] = \left[ \begin{array}{c} \tilde{\xi}_1 \\ \tilde{\xi}_2 \\ \tilde{\xi}_3 \end{array} \right]$$

$$= \left[ \begin{array}{ccc} a^* + b^*(x)\delta & 0 & 0 \\ \psi_1(x) & 0 & 0 \\ \psi_2(x) & 0 & 0 \end{array} \right] \left[ \begin{array}{c} \tilde{\xi}_1 \\ \tilde{\xi}_2 \\ \tilde{\xi}_3 \end{array} \right] \quad (51)$$

Define \(\tilde{\xi}_i = \xi_i - y_i^{\gamma(i)}, i = 1, 2, 3\), where \(y_i^{\gamma(i)}\) is the \(k\)th derivative of the reference depth trajectory.

The sliding surface \(S = 0\) is defined as

$$S = \tilde{\xi}_1 + \lambda_2\tilde{\xi}_2 + \lambda_3\tilde{\xi}_3 + \lambda_0 \int_{0}^{t} \tilde{\xi}_1 dt, \quad (52)$$

which in view of (51) can be written as

$$S = \tilde{\xi}_1 + \lambda_2\tilde{\xi}_2 + \lambda_3\tilde{\xi}_3 + \lambda_0 \int_{0}^{t} \tilde{\xi}_1 dt. \quad (53)$$

The parameters \(\lambda_i\) are chosen such that the polynomial

$$P(x) = x^3 + \lambda_2x^2 + \lambda_3x + \lambda_0 \quad (54)$$

is stable. Differentiating \(S\) and using (51) gives

$$S = \lambda_2\tilde{\xi}_1 + \lambda_3\tilde{\xi}_1 + \lambda_0\tilde{\xi}_1 + a^*(x) + b^*(x)\delta - y_i^{(i)}. \quad (55)$$

In view of (55) the sliding mode dorsal fin control law is given by
\[ \delta = (b^*(x))^{-1}[-a^*(x) + y(i) - \lambda(y)\xi(t) - y(t) - k\xi - \delta \text{sgn}(\delta)]. \]  

Substituting (56) in (55) gives

\[ \ddot{\delta} = -k\xi - \delta \text{sgn}(\delta), \]

which implies that \( S(t) \to 0 \) and, therefore, according to (53), \( \xi \to 0 \) as \( t \to \infty \), since \( \Pi(x) \) is Hurwitz. In the closed-loop systems (51) and (56), for \( y(t) = z^* \), a constant, \( z(t) \to (z^*, 0) \) as \( t \to \infty \) and from (46) it follows that \( z(t) \to z^* \). As \( z(t) \to z^* \), the pitch angle also converges to zero since the transfer function \( H_1 \) is minimum phase.

For the system (50), it can be proven that for small perturbations in \( x \) about the origin and small \( y \), and disturbance input \( d \), with a proper choice of \( k \), the trajectory error remains bounded (Chockalingam, 1998).

**Simulation Results.** In this section, results of digital simulation are presented. Although a combined dorsal and caudal fin control law has been derived for simplicity in simulation, numerical results for the system (1) only with the dorsal fin control system (56) is presented and it is assumed that the caudal fins are inactive. The parameters used for simulation are given in the Appendix. For the nominal parameters, the transfer function has two zeros such that \( n = 4.5325 \) and \( u = 11.3806 \). Since the transfer function is nonminimum phase, the row vector \( \tilde{C} \) is computed using (43) to yield

\[ \tilde{C} = [-8.5860 - 0.0070, -0.8015, 1.009]. \]

The reference trajectory is generated by the fourth-order system given by

\[ (s + \lambda) \dot{y}_r - \lambda \ddot{y}_r = 0, \]

where \( z^* \) is the target depth. The sliding mode parameters are \( \lambda = 17, \lambda_1 = 64, \lambda_2 = 20 \). In order to avoid control chattering, \( \text{sgn}(S) \) was replaced by \( \text{sgn}(S/e) \) with \( e = 0.01 \).

Define the tracking error for the depth variable \( z_s = z - y_r \). Let \( z_{err}, \xi_{err}, \) and \( \delta \) be the maximum magnitudes of \( z_s, \xi, \) and camber \( \delta \), respectively. In the figures, \( \xi = \xi_{err} - y = \xi_{err} - y_r = \text{denoted by} e \) and \( \delta \) denotes \( \delta \).

**A. Sliding Mode Dive Plane Control: Nominal System.** The complete nominal closed-loop systems (1) and (56), with \( f_z = m, \) \( d = 0 \), were simulated. The \( \lambda \), of the command generator was chosen to be 0.45. The initial conditions were assumed to be \( x(0) = 0, y(0) = 0, k = 0, 1, 2, 3 \). A command trajectory was generated for controlling the vehicle to a target depth \( z^* = 1m \). The sliding mode gains \( k_1 = 1 \) and \( k_2 = 0.0101 \) are chosen. The responses are shown in Fig. 3. We observe smooth control of the vehicle in about 18 seconds. Interestingly, even though the modified output is used for controller design, the depth of the vehicle was controlled smoothly. Apparently, the neglected higher order term \( (\psi, \delta) \) in the design of the sliding mode controller has minor effect on the responses. The maximum depth error and the output errors are \( z_{err} = 2.5 \) cm and \( \xi_{err} = 2E - 6m \). In steady-state, the pitch angle settles to its equilibrium value zero and the vehicle attains the desired depth. The maximum pitch angle deviation was found to be 0.03°. The maximum camber is \( \delta_{\text{max}} = 26.3 \) mm. The steady-state values of the heave velocity and the pitch rate were also zero.

It is pointed out that the control magnitude can be reduced by choosing slower command trajectories \( \gamma \) for the depth control. Simulation was done by setting \( \lambda = 0.3 \) in the command generator. In this case, the maximum control magnitude was reduced to 8 mm, and smooth control was accomplished, but the response time increased to the order of 30 s.

Figure 4 shows the response for a 4m \( (z^* = 4) \) command for a choice of \( \lambda = 0.3 \). This gave a response time of the order of 30 s.

**B. Sliding Mode Dive Plane Control: Off-Nominal Parameters.** In order to examine robustness of control system, the closed-loop system was simulated with variation of \pm\%25 in the hydrodynamic parameters. The remaining feedback parameters and initial conditions of Fig. 3 were retained. Selected response for \pm\%25 parameter perturbations is shown in Fig. 5. We observe smooth control of the vehicle. The steady-state error \( \xi \) was zero. The pitch angle tends to 0° asymptotically. The maximum values are \( z_{err} = 2 \) cm, \( \xi_{err} = 3E - 4m \), and \( \delta_{\text{max}} = 16 \). Smaller control input is required in this case since control effectiveness matrix \( b \) has increased by an amount of 25%.

Simulation was also done with \pm\%25 parameter uncertainty. In this case also, smooth depth control was accomplished and the steady-state error \( \xi \) was found to be zero. Unlike Fig. 5, larger
control is needed for controlling depth since the value of $b$ has decreased. The maximum values are $z_{\text{am}} = 5$ mm, $\xi_{\text{am}} = 4$ mm, and $\delta_n = 35$ mm. Since the responses are somewhat similar to those given in Fig. 5 for positive parameter variation, these are not shown.

C. Sliding Mode Dive Plane Control: Sinusoidal Disturbance. Simulation was also done for the depth maneuvering in the presence of sinusoidal disturbance. It was assumed that $f_d = \exp(-0.1t)(0.3075) \sin(5.817t - \pi)$, $m_d = 0.3512 \exp(-0.1t) \sin(5.817t + 70^\circ)$ and $d_2 = 0.03 \sin(5.817t)$. The frequency and phase angles of the disturbance are close to the values described in Bandopadhyay et al. (1998). The feedback gains were set as $k_1 = 2$ and $k_2 = 0.01$. Responses for a target depth of $z^* = 1$ m are shown in Fig. 6. The maximum tracking errors were $\xi_{\text{am}} = 7.6$ mm and $z_{\text{am}} = 23$ mm. The steady-state oscillation in the depth response is 8 mm. The steady-state oscillation in the pitch was almost negligible. The maximum deviation in the pitch was about $0.02^\circ$. The maximum value of the camber was $\delta_n = 31$ mm. It is pointed out that larger gains $k_1$ and $k_2$ can be used to attenuate the effect of disturbances of higher amplitudes. But this will require larger camber of the dorsal fins.

Conclusions

A theoretical study for the dive plane control system design for biologically inspired maneuvering of low speed, small undersea vehicles using dorsal and caudal fin-like control surfaces was considered. A hydrodynamic control scheme is developed so that the vehicle tracks a precise depth versus time trajectory. Normal force produced by the dorsal fin was used to control the depth of the vehicle and two flapping foils were used for the pitch angle control. An adaptive sliding mode control law was derived for the reference depth trajectory tracking. For the design of this control, a nonlinear vehicle model was considered for which the system parameters were assumed to be unknown, and it was assumed that sinusoidal disturbance force and moment are acting on the vehicle caused by surface waves. In the closed-loop system, including the sliding mode controller, depth control was accomplished and rotational pitch dynamics were asymptotically decoupled. For the decoupled pitch dynamics, assuming that the pitch angle perturbations were small, a linear deterministic autoregressive model was derived. For the pitch angle control, the Strouhal numbers were chosen as key input variables. The Strouhal numbers of the two foils were periodically changed (at intervals of the time period of oscillations of the foils by altering the maximum tip travel). Both foils were oscillating at the same frequency. Using projection algorithms, the parameters of the pitch dynamics were identified. These estimated parameters were used to design an adaptive predictive control system for the regulation of the pitch angle. Thus, in the complete closed-loop system, including the adaptive sliding mode and adaptive predictive controllers, dive plane control of the underwater vehicle can be accomplished in the presence of large parameter uncertainty and sea surface waves. A dorsal fin control law was also designed for the control of the vehicle without utilizing caudal fins. Simulation results were presented which showed that depth control and pitch angle regulation can be accomplished by using only dorsal fins.
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Vehicle parameters:
\[ x_{GB} = 0, \]
\[ z_{GB} = 0.578802, \]
\[ L = 1.282\text{m}, \]
\[ \rho = 1025.9\text{kgm}^{-3}. \]

Hydrodynamic parameters:
\[ U = 3.6\text{m/s}, \]
\[ M_e = 0.16E - 3, \]
\[ M_\omega = -0.825E - 3, \]
\[ M_\psi = -0.117E - 2, \]
\[ M_\psi = 0.314E - 2, \]
\[ z_\phi = 0.3398, \]
\[ z_\omega = -0.873E - 2, \]
\[ z_\psi = -0.569E - 2, \]
\[ z_\theta = -0.825E - 5, \]
\[ z_\varphi = -0.238E - 2. \]